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NOTES:  A Two Factor Design of Experiment – Interpreting the Interaction Graph, Prediction Equation, Parsimonious Prediction Equation

Interpreting the Interaction Graph:

Here it is important to visually look at the slopes of the line segments.  By inspection, you can tell whether the two segments appear to be parallel or not.  Parallel lines would indicate that there would likely not be anything significant about the interaction of the two variables.  Line segments that have differing slopes imply that there might be something significant about the interaction.    
        
Basic Prediction Equation:  This equation is used for a number of reasons, ranging from checking your work (2 factor DOE only) to making predictions about what might happen if your predictor values were different.
Y = grand average + effect of predictor variable1  *  variable1 + 
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effect of predictor variable2  *  variable2   +    effect of the interaction  *  variable1   *  variable2 + “noise”
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________________________________________________________________________

When making predictions, it is important to understand the difference between interpolation and extrapolation.
Interpolate:






Extrapolate:




A note on “noise”.  There is a certain amount of uncontrollable variation in the factors that affects the response. This is called transmitted variation. Factors with this variation are called noise factors.  It follows then that noise is a way to discuss the unquantifiable response variability in a DOE.  Below is a chart with factors that lead to noise.  




Dot Plots are a great way to visually show the reader which effect value(s) played a significant role in the experiment.  After your dot plot of all three effects is created, put in fences that represent double the range of standards.  This will be used ONE POSSIBLE basis when deciding which factors were important to your research.
Test of significance:  
It may not obvious what effects are considered to be significant or of the “vital few”.  Several tests may be conducted.  One of these tests is to divide the effect by the range of the standards.  If the absolute value of this quotient is greater than or equal to 2, then the effect should be considered “one of the vital few.” 

NOTE:  This is the same concept as looking at your effects values as they relate to the absolute value of twice the range of standards.
Once you decide what factors are significant, you need to “tweak” your prediction equation.  That is, you must REMOVE any factors from the prediction equation that are NOT deemed significant from the equation.  This “new” formula is known as the Parsimonious Prediction Equation. The term parsimonious means stingy or restrained, which is what you are doing to your prediction equation.   
While there are other things to consider, you can use the following guidelines in identifying the “vital few” from your prediction equation:  
1.  Put in all effects that clearly stand out from the crowd.
2.  Generally speaking, if a main effect is borderline, put it in.

3.  If a two-factor interaction is borderline, ONLY put it in if both of its constituents are in, otherwise, leave it out.
NOTE:  You will learn more about how and when it is okay to deviate away from the above rules next year. (
PARSIMONIOUS PREDICTION EQUATION:  


Y = grand average + ???? + noise
Again a prediction equation can be used to see what might happen if the predictor variables are different.   This parsimonious prediction equation is the prediction equation that is used in industry to determine what might happen if the experiment were run again with different high and low values.  
NOTE:  if NOTHING is deemed as significant, then the parsimonious prediction is simply equal to the grand average. 
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